OPNS530 Sequential Learning Lecture 5 - April 12

Gaussian UCB Regret Bound Proof

Lecturer: Daniel Russo Scribe: Daniel Russo

1 Gaussian independent arm bandit problem

Consider a bandit problem with k actions [k] = {1, ..., k}. Each action i is associated with an unknown mean
0; that is drawn from a prior § ~ N (15,07 ;). At each time ¢ the algorithm selects an action I; € [k] and
observes a reward

R, =10 1, + W,

where Wy, W, ... S N(0,0?). Let
Ht = (II7R13 "'ItaRt)

denote the history of observations up to time t. The posterior distribution #; at based on observations before
to time ¢ is still Gaussian, with
0i| Hi1 ~ N(pis,i, 0%,)-

The posterior parameters (g ;, 0¢,;) have a simple closed form. N, ; = Z: 17—y and fig; = Ntfil Zz;} 1i7,—iyRe

denote respectively the number of times ¢ has been sampled prior to time ¢ and the empirical mean of these
samples. Then

and

1i Nii-fiei
Bt = Utz,i ('qu + “2“> .

Notice that when o7, < 02 /Ny ;.
1.1 Gaussian UCB
In class, we introduced a Gaussian UCB algorithm. At each time step n, this method chooses the action

I; € argmax g ; + Boy
i€[k]
where 8 € R} is a tuning parameter.

1.2 Regret bound

In class, we discussed the following result.

Theorem 1. Suppose there is a common prior standard deviation o1,; = o1 for all i € [k]. If Gaussian

UCB is applied with parameter § = 4/2log (\T/‘%), then

EY (max@i - 9,,,) < k(14 018) + 2B0VET

et i€ [k]



2 Proof of Regret Bound

2.1 Two Basic Facts
Fact 2. If X ~ N(u,0?) with p <0 then

E[X1(X > 0)] = \/%e—;t/Zaz'

This follows directly from integrating the Guassian density.

Fact 3.
Lo L q VI
— < | —dz=2VL
;\ﬁ /0 Vi

2.2 Notation
o Ui =+ Boy
o Hy:=(I1,Ry,.... 11, Ry)
e [*:=argmax;0;
It is worth emphasizing that I; and (Uy,i);cqy) are known given H;_; (i.e. they can be written as functions

of H;_1). The index I'* of the optimal action is itself a random variable as it is a function of § = (64, ..., 0%).

2.3 Regret Decomposition

Let us isolate regret under a single period ¢. One has

O« —0r, = 0 —=Upp, +Us g, — 05,
< O« —Ugr-+ U, — 01, .
—_— — —

typically <0 optimism atl;

where the inequality follows because Uy r, > Uy 1+ (by definition I; maximizes the upper confidence bound).
Overall then, we find

T T T
EY (0r-—05) < EY (0 = Upsr-) +E> (Ups, —01,)
t=1 t=1 t=1
T T
= EZ(Q[* —UtJ*)"‘EZ]E[Ut,It _01t|Ht—1]
t=1 t=1
T T
= EY (01 —Upr)+EY (Unr, — pus,) -
t=1 t=1
A B

2.4 Bounding term B

Since Uy, 1, — pie,1, = Bov,1,, we have that

T
B < ﬁzat,lt«

t=1



Let T; = {t < T|I; = i} denote the set of periods in which action 7 was chosen. Since o7 ;, < °/N;; we have

T

B<Bzzom<ﬁz 01+Zf <5kal+25§j¢|?

i=1teT;

IN

Bkoy + 28 kZ|T|

i=1

= Bkoy +26VET

where the second to last step uses Cauchy-Schwartz.

2.5 Bounding term A
Now we show term A is less than the number of arms k. Since 8; — Uy ;|Hy—1 ~ N(—Boy i, o; Z) by Fact 2,

Ori g2 o1 _g2 1
E[(0; — Upi)y |Hy 1] = e /2 < TL =072 = —
[( ti)+ [ He—1] Nors = Von T
Therefore
T T
EY (01, = Ups,) SEY (0, —Urp)s < EZZ = Uri)+
=1 t=1 t=1 i=1
T &
< ]EZZ]E[(@ —Uti)+|Hi-1]
=1 i=1
<

T
szz
t=1



